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Abstract
This work is concerned with an inverse electromagnetic scattering problem 
in two dimensions. We prove that in the TE polarization case, the knowledge 
of the electric far-field pattern incited by a single incoming wave is sufficient 
to uniquely determine the shape of a penetrable scatterer of rectangular type. 
As a by-product, the uniqueness is also confirmed to inverse transmission 
problems modelled by scalar Helmholtz equations with discontinuous normal 
derivatives at the scattering interface.

Keywords: uniqueness, inverse medium scattering, Maxwell equations, one 
incoming wave, shape identification, right corners

1. Introduction and main results

Assume a time-harmonic electromagnetic plane wave (Ein , H in ) is incident onto an infi-
nitely long penetrable scatterer of cylindrical type sitting inside a homogeneous background 
medium. We use D ⊂ R2  to denote the cross-section of the scatterer in the ox1x2-plane so 
that the space occupied by the scatterer can be represented by Ω = D × R ⊂ R3. We assume 
that D is a bounded domain with the connected exterior De := R2\D . The medium inside the 
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scatterer is supposed to be homogeneous, isotropic and invariant along the x3-direction. The 
direction of the incoming wave is supposed to be perpendicular to the ox3-axis, i.e. d = (d, 0) 
where d = (d1 , d2 ) ∈ S := {x = (x1 , x2 ) : |x| = 1 } . In the TE (transverse electric) polariza-
tion case, the incident electric plane wave takes the form

Ein(x) = (uin(x), 0), x = (x, x3) ∈ R3,

where

uin(x) = d⊥ eiκx·d, d⊥ := (−d2 , d1 ),

and κ > 0 denotes the wavenumber of the homogeneous background medium. The total field 
E can be analogously written as E(x) = (u(x), 0), where u = (u1 , u2 ) is governed by the two-
dimensional Maxwell system

−→∇ × (∇× u)− κ2 q(x)u = 0 in R2 , (1.1)

where q is the refractive index. In this paper we assume that the function q, after normaliza-
tion, is given by the piecewise constant function

q(x) =
{

1, if x ∈ De,
q0 ̸= 1, if x ∈ D.

Note that 
−→∇  and ∇ are two dimensional curl operators defined by

−→∇ × f = (∂2 f ,−∂1 f ), ∇× u = ∂1 u2 − ∂2 u1 . (1.2)

Let ν ∈ S := {x ∈ R2 : |x| = 1}  be the unit normal on ∂D pointing into De, and τ := ν⊥. 
Then it is direct to derive the interface conditions complemented to the system (1.1) by using 
the continuity of the tangential components of E and curl E across the interface ∂D:

∇× u+ = ∇× u−, τ · u+ = τ · u− on ∂D, (1.3)

where the superscripts ± stand for the limits taken from outside and inside of D, respectively. 
At infinity, the scattered field usc := u − uin is assumed to meet the two-dimensional Silver-
Müller radiation condition (see also [2, 10])

lim
|x|→∞

√
|x|
{
∇× usc − iκusc · x̂⊥

}
= 0, (1.4)

uniformly in all directions x̂ = x/|x| ∈ S. In particular, the radiation condition (1.4) leads to 
the asymptotic expansion

usc(x) =
eiκr
√

r
{

u∞(x̂) x̂⊥+ O(1 /r)
}

as r = |x| → ∞, (1.5)

uniformly in all x̂ ∈ S. The function u∞(x̂) in (1.5) is analytically defined on S, and referred to 
as the electric far-field pattern or the scattering amplitude in the TE polarization case, where 
vector x̂ ∈ S is called the observation direction of the far field.

It is worth noting that (1.4) is a reduction of the three-dimensional Silver-Müller radiation 
condition

lim
|x|→∞

|x| {(∇× Esc)× x̂ − iκEsc} = 0,

to two dimensions, where Esc(x) = (usc(x), 0) and

x = (x, 0 ), x̂ = x/|x| ∈ S2 := {x ∈ R3 : |x| = 1 } .

G Hu et alInverse Problems 35 (2019) 035006
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The asymptotic expansion (1.5) implies that the far-field patterns (E∞, H ∞) of the scattered 
electromagnetic fields (Esc, H sc) take the form

E∞(x̂) = u∞(x̂)
(

x̂⊥

0

)
, H ∞(x̂) = u∞(x̂)

⎛

⎝
0
0
1

⎞

⎠ .

Obviously, there hold the relations that

x̂ · E∞(x̂) = 0, x̂ · H ∞(x̂) = 0, H ∞(x̂) = x̂ × E∞(x̂).

Hence, the knowledge of the far-field data u∞(x̂) is equivalent to that of the electric far-field 
pattern measured on S× {0} ⊂ S2.

The inverse scattering problem of our interest is to recover the interface ∂D from the far-
field pattern u∞(x̂) for all x̂ ∈ S, and the main result we shall establish in this work can be 
stated below.

Theorem 1.1. The boundary ∂D of an arbitrary rectangle D in R2 is uniquely determined 
by the far-field pattern u∞(x̂) for all x̂ ∈ S incited by a single incoming wave.

Theorem 1.1 indicates that, in the TE polarization case, the far-field data of a single incom-
ing wave is sufficient to determine the shape of a rectangular penetrable scatterer in R2. This 
is a global uniqueness result within the class of penetrable rectangles for the 2D Maxwell 
system. For the local uniqueness, we have the following result.

Corollary 1.2. Let Ω = D × R and Ω̃ = D̃ × R be two infinitely long penetrable scatterers 
of cylindrical type, and their far-field patterns (TE case) be denoted by u∞ and ũ∞, respec-
tively. If ∂D differs from ∂D̃ in the presence of a right corner lying on the boundary of the 
unbounded component of R2\D ∪ D̃ (see figure 1), then Ω and Ω̃ cannot produce two identical 
far-field patterns, i.e. it cannot be true that u∞(x̂) = ũ∞(x̂) for all x̂ ∈ S.

As we shall see from the proof of theorem 1.1, a right corner scatters any incoming electric 
wave non-trivially in the TE case, as stated in the following corollary.

Corollary 1.3. Let Ω = D × R be an infinitely long penetrable scatterer of cylindrical type 
and uin be any incoming wave such that

∆uin + κ2 uin = 0, div uin = 0 in a neighbourhood of D.

If ∂D possesses a right corner, then the scattered field usc corresponding to the transmission 
problem (1.1)–(1.3) cannot vanish identically in De.

It is easy to observe that, in the TE polarization case, the magnetic field is of the form 
H(x) = (0, 0, v(x)), where the scalar function v := 1/(iκ)∇× u is governed by the Helmholtz 
equation

∆v + κ2 q v = 0 in R2 , (1.6)

together with the transmission conditions

v+ = v−, ∂νv+ = λ ∂νv− on ∂D. (1.7)

Here λ := 1/q0 ̸= 1 and v = vin + vsc in R2\D, with

vin(x) = 1 /(iκ)∇× uin(x) = −eiκx·d, vsc(x) = 1 /(iκ)∇× usc(x).

One can derive from (1.4) that vsc fulfills the two-dimensional Sommerfeld radiation condition

G Hu et alInverse Problems 35 (2019) 035006
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lim
r→∞

√
r (∂rvsc − iκvsc) = 0, r = |x|.

In the current paper we do not consider the equivalent scalar transmission problem (1.6) and 
(1.7), because the subsequent analysis for the two-dimensional Maxwell equations (1.1)–(1.3) 
would provide us more insights into a possible approach for treating the full Maxwell system 
in three dimensions. The 3D case appears much more challenging than the planar case, and is 
still an open fundamental problem in inverse medium scattering problems. On the other hand, 
the transmission conditions in (1.3) keep the continuity of the Cauchy data (∇× u, τ · u) of 
the 2D Maxwell system across the interface ∂D. These conditions can be more easily handled 
by our approach than the transmission conditions (1.7) with λ ̸= 1. The transmission problem 
(1.6) and (1.7) with λ = 1 corresponds to the TM (transverse magnetic) polarization of our 
scattering problem, for which the electric and magnetic fields are of the form

E(x) = (0, 0, v(x)), H (x) = (u1 (x), u2 (x), 0), x = (x, 0) ∈ R3 .

We refer to [1, 5, 6, 9, 16, 21] for recent studies on inverse transmission problems of the sca-
lar Helmholtz equation with λ = 1 (i.e. the refractive index q is continuous or has no jumps 
across the interface between the homogeneous and inhomogeneous media), not only in two 
dimensions but also in higher dimensions. It was shown that, under the assumption λ = 1, the 
global and local uniqueness results as stated in theorem 1.1 and corollary 1.2 remain valid for 
curvilinear polygonal and polyhedral scatterers with variable potential functions (see [6]), and 
that one-dimensional interfaces with even a ‘weakly’ singular point always scatter incoming 
waves non-trivially (see [17]). The arguments in these references do not apply to our current 
case of λ ̸= 1, because the jumps of the normal derivatives would bring essential difficulties. 
To the best of our knowledge, no uniqueness results with a single incoming wave are avail-
able for λ ̸= 1 and piecewise constant q(x). It is worth noting that the case q ≡ q0 in R2 (that 
is, the wave speed remains constant in the whole space) was verified by Ikehata in [11] for 
convex penetrable polygonal obstacles, as a byproduct of the enclosure method. In this paper 
we investigate the more practical case that q is a piecewise constant function. Our results 
apply automatically to the Helmholtz system (1.6) and (1.7), since it is equivalent to the two 
dimensional Maxwell system (1.1)–(1.3). Some essential differences between our arguments 
and results and those in the paper [18] on electromagnetic corner scattering will be made in 
remark 2.2 of section 2.

O

Figure 1. Penetrable scatterers D and D̃ cannot produce identical outgoing waves 
(far-field patterns) due to the right corner O lying on the boundary of the unbounded 
component of R2\D ∪ D̃.
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Remark 1.4. The unique solvability of the scattering problem (1.1), (1.3) and (1.4) fol-
lows from that of (1.6) and (1.7). In fact, applying the integral equation method or the vari-
ational approach one can prove that the scalar problem (1.6) and (1.7) admits a unique solution 
v ∈ H1

loc(R2) (see e.g. [4] and [3, chapter 5]). This implies that the original scattering problem 
(1.1), (1.3) and (1.4) has a unique solution

u ∈ X := {u ∈ L2
loc(R2 )2 , ∇× u ∈ H1

loc(R2 )}.

Since q is piecewise constant, it is easy to see by interior elliptic regularity (see [8]) that u is 
analytic in both D and De.

Let us also mention that, if Ω ⊂ R3 is a bounded perfectly conducting obstacle of polyhe-
dral type, its geometrical shape ∂Ω can be uniquely determined by a single electric far-field 
pattern E∞(x̂) for all x̂ ∈ S2; we refer to [19, 20] for the analysis based on the reflection 
principle for the full Maxwell system. For general penetrable and impenetrable scatterers, 
uniqueness in shape identification and medium recovery can be proved if the far-field patterns 
for all incident directions and polarization vectors with a fixed wavenumber are available; see 
[4, chapter 7.1], [12, 13, 15, 22] and references therein.

The remaining part of this paper is organized as follows. In the subsequent section 2, we 
prove theorem 1.1 and corollaries 1.2 and 1.3, all of which are essentially built upon the results 
in lemma 2.1. The proof of lemma 2.1 will be given in section 3 via induction arguments.

2. Proofs of the main results

In this section we prove our main results stated in the previous section, namely, theorem 1.1 
and corollaries 1.2–1.3. For this, we need a fundamental auxiliary result, whose proof is post-
poned to section 3.

Lemma 2.1. Let B = {x : |x| < 1} , Γ = {(x1, 0) : x1 ! 0} ∪ {(0, x2) : x2 ! 0}. Then for 
any two distinct constants q1 and q2 in C, the solutions u and v to the vector-valued Helmholtz 
equations

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

∆u + q1 u = 0 in B,
∆v + q2 v = 0 in B,
div u = div v = 0 in B,
τ · u = τ · v on B ∩ Γ,
∇× u = ∇× v on B ∩ Γ

 (2.1)

vanish identically in the unit ball B.

Lemma 2.1 shows a local property of the two-dimensional Maxwell system around a 
domain with a right corner: the Cauchy data of such two Maxwell equations cannot coincide 
on an interface with a right corner, if the wavenumbers involved are not identical.

With the help of lemma 2.1, we can now establish our main results in section 1. We will 
provide a detailed proof of theorem 1.1, but omit the proofs of corollaries 1.2 and 1.3 as they 
can be verified basically in the same manner as it is done below for theorem 1.1.

To prove theorem 1.1, we assume that D and D̃ are the cross-sections of two infinitely long 
rectangular penetrable scatterers whose scattered fields are denoted by usc and ũsc, respec-
tively. Analogously, we let u∞ and ũ∞ be the far-field patterns of usc and ũsc. Supposing that 
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u∞(x̂) = ũ∞(x̂) for all x̂ ∈ S, we need to show D = D̃. Assume on the contrary that D ̸= D̃, 
then we derive a contradiction below.

We first apply Rellich’s lemma (see [4]) to obtain

usc = ũsc in De ∩ D̃e.
If D ̸= D̃, one can always find a right corner O and a small number ϵ > 0 such that either 
O ∈ ∂D and Bϵ(O) ⊂ D̃ e, or O ∈ ∂D̃ and Bϵ(O) ⊂ D e. Without loss of generality, we sup-
pose that the former case holds; see figure 2. Note that if D ∩ D̃ = ∅, one can easily derive a 
contradiction by extending the scattered field to the whole space and then applying Rellich’s 
lemma.

Since the Maxwell system is invariant by both rotation and translation, we may suppose, 
without loss of generality, that the corner O coincides with the origin and that the two sides of 
this right corner lie on the positive ox1 and ox2 axes, respectively. Then we have the following 
coupled system

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

−→∇ × (∇× u)− κ2 q0u = 0 in Bϵ(O) ∩ D ,
−→∇ × (∇× ũ)− κ2 ũ = 0 in Bϵ(O),
τ · u = τ · ũ on Bϵ(O) ∩ ∂D ,
∇× u = ∇× ũ on Bϵ(O) ∩ ∂D .

Since ũ is analytic in Bϵ(O) and the interface Bϵ(O) ∩ ∂D  is piecewise analytic, the Cauchy 
pair (τ · u,∇× u) is piecewise analytic on the boundary Bϵ(O) ∩ ∂D . Without loss of gen-
erality, we assume that (0, δ)× (0, δ) ⊂ Bϵ(O) ∩ D  for 0 < δ < ϵ, then we can extend the 
Cauchy pair (τ · u,∇× u) analytically from (0, δ)× {0} to (−δ, δ)× {0 }. Recalling the 
Cauchy–Kovalevskaya theorem (see, e.g. [7]) and Holmgren’s theorem, there exists a unique 
analytic solution to the elliptic system 

−→∇ × (∇× u)− κ2q0u = 0 in a small neighborhood of 
(−δ, δ)× {0 } with the previously extended Cauchy data on (−δ, δ)× {0 }. This implies that 
u can be analytically extended from D ∩ Bϵ(O) to a small neighborhood of the corner O in 
the exterior domain D e ∩ Bϵ(O). We note that the Cauchy–Kovalevskaya theorem for a single 
elliptic operator with analytic coefficients extends trivially to standard elliptic systems but not 
to Douglis–Nirenberg elliptic systems; see [14] for more discussions.

For notational convenience, we still denote by Bϵ(O) the extended domain. Further, the 
extended function, which we still denote by u, satisfies the Maxwell equation

−→∇ × (∇× u)− κ2 q0u = 0 in Bϵ(O).

Using the relation that 
−→∇ × (∇× u) = −∆u +∇(∇ · u), we may apply lemma 2.1 to u and 

ũ with q1 = κ2q0, q2 = κ2 to deduce that both u and ũ vanish in Bϵ(O), where we have used 
the assumption that q0 ̸= 1. By the unique continuation of the Helmholtz equation, we have 
u ≡ 0 in R2. This is a contradiction to the fact that |uin| = 1 in R2 and |usc| decays as |x| tends 
to infinity. Hence, we have shown that D = D̃, and complete the proof of theorem 1.1.

Remark 2.2. We think that it is possible to prove lemma 2.1 for the full Maxwell system in 
a cuboid domain in three dimensions. This was verified in [18] by using the CGO solutions for 
an admissible set of electric and magnetic fields which contain both electromagnetic planar 
waves and dipoles. Using this result, it was proved in [18] that the scattered fields do not van-
ish within the admissible set. But we emphasize that this result cannot lead to any uniqueness 
result to the inverse scattering problem with a single incoming wave. In this work, we are able 
to demonstrate that any solution to the transmission problem of the two dimensional Maxwell 
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system of the form in lemma 2.1 must vanish. This excludes the inadmissible set considered 
in [18] for the TE case, hence helps us establish the unique identifiability for the inverse me-
dium scattering with a single incoming wave. Our studies show that the uniqueness issue is 
more difficult than the corner scattering problems that try to justify the non-vanishing of the 
scattered fields.

3. Proof of lemma 2.1

We shall make full use of the expansion of the solutions to the Helmholtz equation  in the 
Cartesian coordinate system to prove lemma 2.1. We find the expansion in Cartesian coor-
dinates particularly convenient for verifying lemma 2.1 in domains with a right corner. We 
remark that the expansion by polar coordinates was proved in [5] to be an effective approach 
for the scalar Helmholtz equation in a domain formed by a sector with angle ϕ ∈ (0, 2π)\{π}, 
but we encountered essential technical difficulties in our efforts to apply this approach to the 
current vector-valued Helmholtz equations.

Since u and v are the solutions to the Helmholtz equation with constant potentials, the 
functions u and v are both analytic in B. Hence u and v can be expanded in Taylor expansion:

u =
∑

n!0

∑

m!0

Un,m xn
1 xm

2 :=
∑

n!0

∑

m!0

(u(1 )
n,m, u(2 )

n,m) xn
1 xm

2 , (3.1)

v =
∑

n!0

∑

m!0

Vn,m xn
1 xm

2 :=
∑

n!0

∑

m!0

(v(1 )
n,m , v(2 )

n,m ) xn
1 xm

2 (3.2)

for Un,m = (u(1 )
n,m, u(2 )

n,m) ∈ C2  and Vn,m = (v(1 )
n,m , v(2 )

n,m ) ∈ C2 . By plugging the expansions into 
the Helmholtz equations in (2.1), we easily derive the relations satisfied by Un,m and Vn,m :

(n + 1 )(n + 2)Un+2,m + (m + 1 )(m + 2)Un,m+2 + q1 Un,m = 0,
(n + 1 )(n + 2)Vn+2,m + (m + 1 )(m + 2)Vn,m+2 + q2Vn,m = 0. (3.3)

Let An,m := U n,m − Vn,m = (a(1 )
n,m , a(2 )

n,m ). Then it is easy to see the difference w = u − v admits 
the Taylor expansion

w =
∑

n!0

∑

m !0

An,m xn
1 xm

2 =
∑

n!0

∑

m !0

(a(1 )
n,m , a(2 )

n,m ) xn
1 xm

2 in B (3.4)

Figure 2. Two rectangular penetrable scatterers with the same far-field data.
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and satisfies the equation

∆w + q1 w = (q2 − q1 )v in B. (3.5)

We first derive some important relations for the coefficients a( j)
n,m  in (3.4).

Lemma 3.1. For j = 1, 2 and all n, m ! 0 , the coefficients a( j)
n,m  in (3.4) satisfy

(m + 4)(m + 3 )(m + 2)(m + 1 )a( j)
n,m +4 + (n + 4)(n + 3 )(n + 2)(n + 1 )a( j)

n+4,m

+ 2(n + 2)(n + 1 )(m + 2)(m + 1 )a( j)
n+2,m +2 + (q1 + q2)(n + 2)(n + 1 )a( j)

n+2,m

+ (q1 + q2)(m + 2)(m + 1 )a( j)
n,m +2 + q2q1 a( j)

n,m = 0,
 

(3.6)

(n + 1)a(1)
n+1,m = −(m + 1)a(2 )

n,m +1, (3.7)

a(1)
n,0 = 0, a(2)

0,m = 0, (3.8)

(n + 1)a(2 )
n+1,0 = a(1)

n,1 , a(2 )
1,m = (m + 1)a(1)

0,m +1. (3.9)

Proof. Using the expression (3.4) and the equation (3.5), we derive by direct computing that 
the coefficients a( j)

n,m  fulfill the recursive relations

(n + 1 )(n + 2)a( j)
n+2,m + (m + 1 )(m + 2)a( j)

n,m +2 + q1 a( j)
n,m = (q2 − q1 )v( j)

n,m

for j = 1, 2, or equivalently, the coefficients v( j)
n,m  satisfy that for all n, m ! 0 ,

v( j)
n,m =

1
q2 − q1

[
(n + 1 )(n + 2)a( j)

n+2,m + (m + 1 )(m + 2)a( j)
n,m +2 + q1 a( j)

n,m

]
.

 (3.10)

Then the desired results in (3.6) follow by inserting (3.10) in the second equation of (3.3). On 
the other hand, the relations (3.7) can follow directly from the divergence-free condition of 
w = u − v (see (2.1)). Now using the transmission conditions that τ · w = ∇× w = 0 on B ∩ Γ 
(see (2.1)), we can obtain the desired relations (3.8) and (3.9). □ 

In the rest of this section we shall establish the desired results in lemma 2.1 by proving 
a(1 )

n,m = a(2 )
n,m = 0  for all n, m ∈ N := {0, 1, 2, · · · }. Then it follows from (3.10) that v( j)

n,m = 0  
for all n, m ∈ N and j = 1, 2, leading to v ≡ 0 by analyticity. Analogously, the vanishing of u 
follows from the relation

u( j)
n,m =

1
q2 − q1

[
(n + 1 )(n + 2)a( j)

n+2,m + (m + 1 )(m + 2)a( j)
n,m +2 + q2a( j)

n,m

]
.

Our proof is essentially based on an sophisticated induction argument on 
M := n + m= 0, 1, 2, · · ·, making full use of the relations (3.6)–(3.9).

It is easy to observe that there are a total of 2(M + 1) coefficients a( j)
n,m  ( j = 1, 2) for each 

fixed M  =  n  +  m, while (3.7)–(3.9) give M  +  2 linear relations with M  −  2 unknown coef-
ficients; see the diagram below where the line segment means a linear relation between the 
entries at two ends of the segment:

G Hu et alInverse Problems 35 (2019) 035006
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(
a(1)

M,0

a(2)
M,0

)
!
(

a(1)
M−1,1

a(2)
M−1,1

)
!
(

a(1)
M−2,2

a(2)
M−2,2

)
! · · ·!

(
a(1)

2,M−2

a(2)
2,M−2

)
!
(

a(1)
1,M−1

a(2)
1,M−1

)
!
(

a(1)
0,M

a(2)
0,M

)
,

(
a(1)

M,0

a(2)
M,0

)
"
(

a(1)
M−1,1

a(2)
M−1,1

)
,

(
a(1)

1,M−1

a(2)
1,M−1

)
"
(

a(1)
0,M

a(2)
0,M

)
.

Our proof is divided in the following several lemmas.

Lemma 3.2. The coefficients a( j)
n,m  in (3.4) satisfy that a(1 )

n,m = a(2 )
n,m = 0  for n + m = 0, 1, 2.

Proof. By setting n, m = 0, 1 in (3.8) we obtain

a(1)
0,0 = a(1)

1,0 = a(2 )
0,0 = a(2 )

1,0 = 0. (3.11)

This, together with (3.7) and (3.9), gives a(1)
0,1 = a(2)

0,1 = 0. Then taking n, m = 2  in (3.8), we 
see a(1)

2,0 = a(2)
0,2 = 0. Further, by setting (n, m) = (0, 1), (1, 0) in (3.7), respectively, we derive

a(1)
1,1 = −a(2)

0,2 = 0, a(2)
1,1 = −2a(1)

2,0 = 0.

Finally, taking (n, m) = (1, 1) in (3.9) and using (3.11) we readily deduce

a(1)
0,2 =

1
2

a(2)
1,0 = 0, a(2)

2,0 =
1
2

a(1)
1,0 = 0.

 □ 

Lemma 3.3. All the coefficients a( j)
n,m  in (3.4) with n + m = 3, 5 can be expressed by one 

parameter, respectively, namely

a(1)
3,0 = 0, a(1)

2,1 = 3η, a(1)
1,2 = 0, a(1)

0,3 = −η,

a(2)
3,0 = η, a(2)

2,1 = 0, a(2)
1,2 = −3η, a(2)

0,3 = 0
 (3.12)

and

a(1)
5,0 = 0, a(1)

4,1 = 5η1, a(1)
3,2 = 0, a(1)

2,3 = −10η1, a(1)
1,4 = 0, a(1)

0,5 = η1

a(2)
5,0 = η1, a(2)

4,1 = 0, a(2)
3,2 = −10η1, a(2)

2,3 = 0, a(2)
1,4 = 5η1, a(2)

0,5 = 0
 (3.13)

for some η, η1 ∈ R.

Proof. We start with n  +  m  =  3. Setting n, m = 3  in (3.8) and (n, m) = (2, 0), (1, 1), (0, 2) 
in (3.7), respectively, then (n, m) = (2, 1) in (3.9), we readily get

a(1)
3,0 = 0, a(2)

0,3 = 0, a(2)
2,1 = 0, a(1)

2,1 = −a(2)
1,2 , a(1)

1,2 = 0, 3a(2)
3,0 = a(1)

2,1 , 3a(1)
0,3 = a(2)

1,2 .

From these relations, we can easily see that all the coefficients a( j)
n,m  with n  +  m  =  3 can be 

expressed by one parameter, say η ∈ R, as in (3.12).
For the case n  +  m  =  5, we do the same as we did above for n  +  m  =  3 by using the 

relations (3.7)–(3.9) to represent all the coefficients a( j)
n,m  (with n  +  m  =  5) in terms of three 

parameters, say η1 , η2 , η3 ∈ R,
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a(1)
5,0 = 0, a(1)

4,1 = 5η1, a(1)
3,2 = η3, a(1)

2,3 = −10η2, a(1)
1,4 = 0, a(1)

0,5 = η2

a(2)
5,0 = η1, a(2)

4,1 = 0, a(2)
3,2 = −10η1, a(2)

2,3 = −η3, a(2)
1,4 = 5η2, a(2)

0,5 = 0.
 

(3.14)

Next, we utilize (3.6) to derive a possible relation between three parameters η1 , η2 , η3  in 
(3.14). In fact, by setting n = 0, m = 1, j = 1 in (3.6) and using the relations in (3.12) and 
(3.14) for a(1 )

n,m , we can deduce that

4 !× 5 η1 − 2 × 2 × 3 × 2 × 10η2 + 5 !× η2 + (q1 + q2 )2 × 3 η − (q1 + q2 )3 × 2 η = 0,

which implies η1 = η2 by noting the fact that the last two terms in the above equation cancel 
out. Analogously, one can get η3 = 0 by setting n = 1, m = 0, j = 2  in (3.6). Consequently, 
the fact that η1 = η2 , η3 = 0  enables us to reduce (3.14) to the desired one-parameter system 
(3.13). □ 

Lemma 3.4. The coefficients a( j)
n,m  in (3.4) satisfy that a(1 )

n,m = a(2 )
n,m = 0  for n  +  m  =  2k  +  1, 

with all k ! 1.

Proof. With the results in lemma 3.3 for k = 1, 2, namely n + m = 3, 5, we may expect that 
the coefficients a( j)

n,m  with M := n + m = 2k + 1 for any number k ! 3 can also be expressed 
in some parameters. To verify this, we write all these coefficients in terms of M  −  2  =  2k  −  1 
parameters in two groups: c1 , c2 , · · · , c M−1

2
 and b1 , b2 , · · · , b M−3

2
. More precisely, we may 

assume by using (3.7)–(3.9) that
(

a(1)
M,0

a(2)
M,0

)
=

(
0
c1

)
,

(
a(1)

M−1,1

a(2)
M−1,1

)
=

(
Mc1

0

)
,

(
a(1)

M−2,2

a(2)
M−2,2

)
=

(
b1

−M(M−1)
2 c1

)
,

(
a(1)

M−3,3

a(2)
M−3,3

)
=

(
c2

−M−2
3 b1

)
, · · · ,

(
a(1)

3,M−3

a(2)
3,M−3

)
=

(
b M−3

2

− 4
M−3 c M−3

2

)
,

(
a(1)

2,M−2

a(2)
2,M−2

)
=

(
−M(M−1)

2 c M−1
2

− 3
M−2 b M−3

2

)
,

(
a(1)

1,M−1

a(2)
1,M−1

)
=

(
0

Mc M−1
2

)
,

(
a(1)

0,M

a(2)
0,M

)
=

(
c M−1

2

0

)
.

 

(3.15)

Then the desired results in lemma 3.4 are a consequence of the following two steps, first to 
show all cj  in (3.15) vanish (step 1), then to prove the same for all bj  above (step 2).

 Step 1  : Prove that cj   =  0 for all j = 1, · · · , (M − 1)/2 .

  For the purpose of induction, we rewrite the relations in (3.13) (that is, k  =  2 or M  =  5) 
involving the non-vanishing parameters in a more general form as follows:

a(1)
M−1,1 = MηM , a(1)

M−3,3 = − M!

(M − 3)!3!
ηM , · · · , a(1)

4,M−4 = (−1)
M−5

2
M!

(M − 4)!4!
ηM ,

a(1)
2,M−2 = (−1)

M−3
2

M(M − 1)
2

ηM , a(2)
M−2,2 = −M(M − 1)

2
ηM , a(1)

0,M = (−1)
M−1

2 ηM ,

a(2)
M,0 = ηM , a(2)

M−4,4 =
M!

(M − 4)!4!
ηM , a(2)

M−6,6 = − M!

(M − 6)!6!
ηM , · · ·

a(2)
3,M−3 = (−1)

M−3
2

M!

(M − 3)!3!
ηM , a(2)

1,M−1 = (−1)
M−1

2 MηM .

 

(3.16)
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  Note that the constant η1 in (3.13) has been replaced by ηM  and that the coefficients before 
ηM  in the above relations are derived from (3.7)–(3.9). This confirms that for M  =  5 (or 
k  =  2), the coefficients in (3.15) related to cj  ( j = 1, 2, · · · , c M−1

2
) depend only on ηM . For 

any fixed k ! 3, i.e. M ! 7, we now verify all the relations in (3.16) under the induction 
hypothesis that

a(1)
M′−1,1 = M′ηM′ , a(1)

M′−3,3 = − M′!

(M′ − 3)!3!
ηM′ , · · · , a(1)

4,M′−4 = (−1)
M′−5

2
M′!

(M′ − 4)!4!
ηM′

a(1)
2,M′−2 = (−1)

M′−3
2

M′(M′ − 1)
2

ηM′ , a(1)
0,M′ = (−1)

M′−1
2 ηM′

a(2)
M′,0 = ηM′ , a(2)

M′−2,2 = −M′(M′ − 1)
2

ηM′ , a(2)
M′−4,4 =

M′!

(M′ − 4)!4!
ηM′ , · · ·

a(2)
3,M′−3 = (−1)

M′−3
2

M′!

(M′ − 3)!3!
ηM′ , a(2)

1,M′−1 = (−1)
M′−1

2 M′ηM′ ,

 

(3.17)

  for all M′ = 2k′ + 1, k′ = 0, 1, · · · , k − 1. This implies that all the coefficients in (3.15) 
related to cj  depend actually on one parameter. For this purpose, it suffices to verify that 
the coefficients a( j)

n,m  in (3.16) satisfying n  +  m  =  M can be represented by the unique 
parameter ηM . To do so, we take n = M − 4, m = 0, j = 2  and n = M − 5, m = 1, j = 1 
in (3.6), respectively, and utilize the induction hypothesis above to come readily to the 
relations
{ M!

(M − 4)!
a(2)

M,0 − 2
M!

(M − 4)!

}
c1 − 6(M − 3)c2 + q1q2ηM−4 = 0, (3.18)

 

M!

(M − 5 )!
c1 + 12(M − 3 )(M − 4 )c2 + 120c3 + (M − 4 )q1q2ηM−4 = 0. (3.19)

  Analogously, setting j   =  1, n  =  M  −  2k  −  5 and m  =  2k  +  1 for all 1 < k ! (M − 5)/2 
in (3.6), we obtain in combination of (3.18) and (3.19) the following linear system

AM XM = BM , (3.20)

where AM, BM and XM are given by

AM =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

− M!
(M−4)! −(M − 3)3 × 2 0 . . . 0 0

M!
(M−5 )! 2(M − 3)(M − 4)3 × 2 5 × 4 × 3 × 2 0 . . . 0

0 (M − 3)(M − 4)(M − 5 )(M − 6 ) 2(M − 5 )(M − 6 )5 × 4 7 × 6 × 5 × 4 0 0

0 0
. . . . . . . . .

...

0 . . . 0 6 × 5 × 4 × 3 2(M − 4)(M − 5 )3 × 4 −
(M)!

(M−6 )!
2

0 . . . 0 0 4 × 3 × 2 − M!
(M−4)!

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

BM =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

ηM−4

(M − 4 )ηM−4

− (M−4 )!
(M−7 )!3 !ηM−4

...
(−1 )

M−7
2

(M−4 )(M−5 )
2 ηM−4

(−1 )
M−5

2 ηM−4

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, XM =

⎛

⎜⎜⎜⎜⎝

c1

c2
...

c M−1
2

⎞

⎟⎟⎟⎟⎠
.

G Hu et alInverse Problems 35 (2019) 035006



12

  We next demonstrate ηM−4 = 0 by diagonalizing the matrix AM. To this aim, we form the 
augmented matrix Ã = [AM , BM]:

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

− M!
(M−4)! −6 (M − 3) 0 . . . 0 0 ηM−4

M!
(M−5 )! 12(M − 3)(M − 4) 5 × 4 × 3 × 2 0 . . . 0 (M − 4)ηM−4

0 (M−3)!
(M−7 )! 2(M − 5 )(M − 6 )5 × 4 7 × 6 × 5 × 4 0 0 − (M−4)!

(M−7 )!3!ηM−4

0 0
. . . . . . . . .

...
...

0 . . . 0 6 × 5 × 4 × 3 2(M − 4)(M − 5 )3 × 4 − (M)!
2(M−6 )! (−1)

M−7
2

(M−4)(M−5 )
2 ηM−4

0 . . . 0 0 4 × 3 × 2 − M!
(M−4)! (−1)

M−5
2 ηM−4.

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

  Below we shall often write as rj  the j th row of the matrix Ã or the transformed variant 
of Ã by an elementary transformation. By applying r1 × (M − 4) + r2  to Ã, we have the 
matrix Ã1:

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

− M!
(M−4)! −6 (M − 3) 0 . . . 0 0 ηM−4

0 6 (M − 3)(M − 4) 5 × 4 × 3 × 2 0 . . . 0 2(M − 4)ηM−4

0 (M−3)!
(M−7 )! 2(M − 5 )(M − 6 )5 × 4 7 × 6 × 5 × 4 0 0 − (M−4)!

(M−7 )!3!ηM−4

0 0
. . . . . . . . .

...
...

0 . . . 0 6 × 5 × 4 × 3 2(M − 4)(M − 5 )3 × 4 − (M)!
2(M−6 )! (−1 )

M−7
2

(M−4)(M−5 )
2 ηM−4

0 . . . 0 0 4 × 3 × 2 − M!
(M−4)! (−1 )

M−5
2 ηM−4

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

to which we apply the transformation − r2×(M−5)(M−6)
6 + r3 to get the matrix Ã2:

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

− M!
(M−4)! −6 (M − 3) 0 . . . 0 0 ηM−4

0 6 (M − 3)(M − 4) 5 × 4 × 3 × 2 0 . . . 0 2(M − 4)ηM−4

0 0 20(M − 5 )(M − 6 ) 7 × 6 × 5 × 4 0 0 −3 (M−4)!
(M−7 )!3!ηM−4

0 0
. . . . . . . . .

...
...

0 . . . 0 6 × 5 × 4 × 3 2(M − 4)(M − 5 )3 × 4 − (M)!
2(M−6 )! (−1 )

M−7
2

(M−4)(M−5 )
2 ηM−4

0 . . . 0 0 4 × 3 × 2 − M!
(M−4)! (−1 )

M−5
2 ηM−4

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

  Repeating the above process, we come to the matrix Ã M−3
2 −1:

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

− M!
(M−4)! −6 (M − 3 ) 0 . . . 0 0 ηM−4

0 6 (M − 3 )(M − 4) 5 × 4 × 3 × 2 0 . . . 0 2(M − 4)ηM−4

0 0 20(M − 5 )(M − 6 ) 7 × 6 × 5 × 4 0 0 −3 (M−4)!
(M−7 )!3 !ηM−4

0 0
. . . . . . . . .

...
...

0 . . . 0 0 (M − 4)(M − 5 )3 × 4 − (M)!
2(M−6 )! (M−3

2 )(−1 )
M−7

2
(M−4)(M−5 )

2 ηM−4

0 . . . 0 0 4 × 3 × 2 − M!
(M−4)! (−1 )

M−5
2 ηM−4

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

  Now, taking the action −r M−3
2

× 2
(M−4)(M−5) + r M−1

2
, we may transform Ã M−3

2 −1 into a 
new matrix whose last row is given by

(
0 · · · 0 0 0 0 (−1 )

M−5
2 (ηM−4 + (M−3

2 )ηM−4 )
)

.

  This, along with the linear system (3.20), leads to the relation

(−1 )
M−5

2 (ηM−4 + (
M − 3

2
)ηM−4 ) = 0,

from which we see that

ηM−4 = 0. (3.21)
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  Now, the nonhomogeneous system (3.20) reduces to the homogeneous one AM XM = 0 
because of the result (3.21). We can easily trace from the previous linear transformations 
we have applied to AM to know that

rank (AM) =
M − 1

2
− 1. (3.22)

  This means that the non-trivial solutions to AMXM = 0 forms a one-dimensional space. 
Then we can directly derive from (3.20) by taking c1 = ηM as a single parameter that

⎛

⎜⎜⎜⎜⎜⎜⎜⎝

c1

c2
...

c M−3
2

c M−1
2

⎞

⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛

⎜⎜⎜⎜⎜⎜⎜⎝

ηM

− M!
(M−3 )!3 !ηM

...
(−1 )

M−5
2 M!

(M−4 )!4 !ηM

(−1 )
M−1

2 ηM ,

⎞

⎟⎟⎟⎟⎟⎟⎟⎠

 (3.23)

  hence prove the relations in (3.16) for all M ! 7. By the arbitrariness of M  =  2k  +  1 for 
k ! 3 and induction argument, we can conclude that ηM = 0 for all odd integers M ∈ N, 
and in particular, the vanishing of cj , j = 1, 2, · · · , c(M−1)/2.

 Step 2  : Prove that bj   =  0 for all j = 1, 2, · · · , (M − 3)/2, and all M  =  2k  +  1 with k ! 3. 
This yields the vanishing of the coefficients a( j)

n,m  that depend on b1 , b2 , · · · , b(M−3 )/2  
in (3.15).

Again, we shall use the induction argument to prove that

a(1)
M,0 = a(1)

M−2,2 = · · · = a(1)
3,M−3 = a(1)

1,M−1 = 0,

a(2)
M−1,1 = 0 = a(2)

M−3,3 = · · · = a(2)
2,M−2 = a(2)

0,M = 0,
 (3.24)

for all M  =  2k  +  1, k ! 3. Note that the case of k  =  2 (or M  =  5) was verified in (3.13). We 
make the induction hypothesis that

a(1)
M′,0 = a(1)

M′−2,2 = · · · = a(1)
3,M′−3 = a(1)

1,M′−1 = 0

a(2)
M′−1,1 = 0 = a(2)

M′−3,3 = · · · = a(2)
2,M′−2 = a(2)

0,M′ = 0,

for all M′ = 2k′ + 1, 0 ! k′ < k. Then by setting j   =  1, n = M − 4, m= 0  and 
n = M − 6, m= 2  in (3.6), respectively, and using the induction hypothesis, we obtain that

4 × (M − 2 )(M − 3 )b1 + 4 !b2 = 0, (3.25)

(M − 2 )!
(M − 6 )!

b1 + 2 (M − 4 )(M − 5 )4 × 3 b2 + 6 × 5 × 4 × 3 b3 = 0. (3.26)

We can continue this process, by taking j   =  1, n  =  M  −  2k  −  4 and m  =  2k for any 
2 ! k ! M−5

2  in (3.6), then using (3.25) and (3.26), to derive the homogeneous linear alge-
braic system

G̃MYM = 0,
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where

G̃M =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

4 × (M − 2)(M − 3) 4! . . . 0 0
(M − 2)(M − 3)(M − 4)(M − 5) 2(M − 4)(M − 5)4 × 3 6 × 5 × 4 × 3 . . . 0

0 (M − 4)(M − 5)(M − 6 )(M − 7 ) 2(M − 6 )(M − 7 )6 × 5 8 × 7 × 6 × 5 0

0
. . . . . . . . .

...
. . . 0 7 × 6 × 5 × 4 2(M − 5)(M − 6 )5 × 4 (M−3)!

(M−7 )!

. . . 0 0 5 × 4 × 3 × 2 2(M − 3)(M − 4)6

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

and

YM =
(

b1 , b2 , · · · b M−3
2

)′
.

It is easy to find through diagonalization that Det(GM) ̸= 0, hence leading to the vanishing of 
bj , j = 1, 2, · · · , (M − 3)/2. □ 

Lemma 3.5. The coefficients a( j)
n,m  in (3.4) satisfy that a(1 )

n,m = a(2 )
n,m = 0  for n  +  m  =  2k, with 

all k ! 2.

Proof. The argument is carried out in a similar manner to the one for lemma 3.4. We first 
show that a(1 )

n,m = a(2 )
n,m = 0  for k  =  2, or n  +  m  =  4. To this aim, we set n  =  m  =  4 in (3.8) and 

n  =  m  =  3 in (3.9), respectively, to sfind that

a(1)
4,0 = a(2 )

0,4 = 0 and 4a(2 )
4,0 = a(1)

3,1 , 4a(1)
0,4 = a(2 )

1,3 .

Then setting n = nj, m = m j, nj + m j = 3  for j = 3, 2, 1, 0 in (3.7), respectively, we easily de-
rive

a(2)
3,1 = 0,

3
2

a(1)
3,1 = −a(2)

2,2 ,
2
3

a(1)
2,2 = −a(2)

1,3 , a(1)
1,3 = 0.

Therefore, we are able to express all the coefficients a( j)
n,m  with n  +  m  =  4 in two parameters 

η1 , η2 ∈ R as follows:

a(1)
4,0 = 0, a(1)

3,1 = 4η1, a(1)
2,2 = −6 η2, a(1)

1,3 = 0, a(1)
0,4 = η2,

a(2)
4,0 = η1, a(2)

3,1 = 0, a(2)
2,2 = −6 η1, a(2)

1,3 = 4η2, a(2)
0,4 = 0.

 (3.27)

Furthermore, by taking n = 0, m = 0 in (3.6), we obtain

4 ! a( j)
0,4 + 4 ! a( j)

4,0 + 8a( j)
2,2 = 0, j = 1, 2,

which, along with (3.27), concludes that η1 = η2 = 0. Therefore, we have shown that a( j)
n,m = 0  

for all n  +  m  =  4 and j = 1, 2.
For any fixed k ! 3, we make the induction hypothesis that

a( j)
n,m = 0 for all M = n + m = 2 k′, 0 ! k′ < k.

Then we argue analogously to what we did for lemma 3.4 to derive from (3.7)–(3.9) that

a(1)
M−1,1 = Mc1, a(1)

M−3,3 = c2, · · · , a(1)
3,M−3 = c M

2 −1, a(1)
1,M−1 = 0,

a(2)
M,0 = c1, a(2)

M−2,2 = −M(M − 1)
2

c1, · · · , a(2)
2,M−2 = −c M

2 −1, a(2)
0,M = 0,

 
(3.28)
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and

a(1)
M,0 = 0, a(1)

M−2,2 = b1, · · · , a(1)
2,M−2 = −M(M − 1)

2
b M

2 −1, a(1)
0,M = b M

2 −1,

a(2)
M−1,1 = 0, a(2)

M−3,3 = · · · = a(2)
1,M−1 = Mb M

2 −1,
 

(3.29)

where c1, c2, ⋯  , cM/2  −  1 and b1, b2, ⋯, bM/2  −  1 are all constants in C.
Next, we show that all these constants are identically zero. To prove that all the constants cj  for 

j = 1, 2, · · · , M/2 − 1 are zero, we set n = M − 4, m = 0, j = 2  and n = M − 5, m = 1, j = 1 
in (3.6), respectively, and use the induction hypothesis (3.28) to deduce that

[
M!

(M − 4)!
a(2)

M,0 − 2
M!

(M − 4)!
]c1 − (M − 3)3 × 2c2 = 0, (3.30)

M!

(M − 5 )!
c1 + 2 (M − 3 )(M − 4 )3 × 2 c2 + 5 × 4 × 3 × 2 c3 = 0. (3.31)

We can repeat this process by taking j   =  1 and n  =  M  −  2k  −  5,m  =  2k  +  1 for all 
0 < k ! M−6

2  in (3.6) to arrive at the linear system

A X = 0,

where

A :=

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

− M!
(M−4)! −(M − 3 )3 × 2 0 . . . 0 0

M!
(M−5 )! 2(M − 3 )(M − 4)3 × 2 5 × 4 × 3 × 2 0 . . . 0

0 (M − 3 )(M − 4)(M − 5 )(M − 6 ) 2(M − 5 )(M − 6 )5 × 4 7 × 6 × 5 × 4 0 0

0 0
. . . . . . . . .

...
0 . . . 0 7 × 6 × 5 × 4 2(M − 5 )(M − 6 )5 × 4 (M−3 )!

(M−7 )!

0 . . . 0 0 5 × 4 × 3 × 2 2(M − 3 )(M − 4)3 × 2

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

and

X =
(

c1 , c2 , · · · c M
2 −1

)′
.

Again, by a diagonlization process we can directly verify that Det(A) ̸= 0, implying that

c1 = c2 = · · · = c M
2 −1 = 0.

It remains to show that all constants bj  for j = 1, 2, · · · , M/2 − 1 also vanish. For this, 
we set n = 0, m = M − 4, j = 1  and n = 2, m = M − 6, j = 1  in (3.6) respectively to see that

[
M!

(M − 4 )!
− 2

M!

(M − 4 )!
]b M

2 −1 + 4 × 3 × b M
2 −2 = 0, (3.32)

− M!

2 (M − 6 )!
b M

2 −1 + 2 (M − 4 )(M − 5 )4 × 3 b M
2 −2 + 6 × 5 × 4 × 3 b M

2 −3 = 0.

 

(3.33)

Then we may continue this process by taking j   =  1 and n  =  2k,m  =  M  −  2k  −  4 for all 
2 ! k ! M−4

2  in (3.6), to come up with the linear system

Ã Y = 0,

G Hu et alInverse Problems 35 (2019) 035006
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where

Ã :=

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

− M!
(M−4 )! 4 × 3 × 2 0 . . . 0 0

−
M!

(M−6 )!
2 2(M − 4 )(M − 5)4 × 3 6 × 5 × 4 × 3 0 . . . 0

0 (M − 4 )(M − 5)(M − 6 )(M − 7 ) 2(M − 6 )(M − 7 )6 × 5 8 × 7 × 6 × 5 0 0

0 0
. . . . . . . . .

...
0 . . . 0 6 × 4 × 3 × 2 2(M − 4 )(M − 5)4 × 3 (M−2)!

(M−6 )!

0 . . . 0 0 4 × 3 × 2 4 (M − 2)(M − 3)

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

and

Y =
(

b M
2 −1 , b M

2 −2 , · · · b1

)′
.

As we did earlier, we can verify that Det(Ã) ̸= 0, therefore derive the desired results that

b1 = b2 = · · · = b M
2 −1 = 0.

 
□ 

Now the result of lemma 2.1 follows directly from lemmas 3.2–3.5.

Remark 3.6. We believe that it might be possible to prove theorem 1.1 in a general planar 
corner domain whose angle lies in (0, 2π)\{π}. However, as one could expect, much more 
complicated technicalities will be involved in the proof of the analogue of lemma 2.1 by our 
approach. The inverse transmission problem for the scalar Helmholtz equations (1.6) and (1.7) 
with such general angles also deserves further investigation.
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