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Abstract

We consider the inverse scattering problem of reconstructing multiple impenetrable bodies embedded in
an unbounded, homogeneous and isotropic elastic medium. The inverse problem is nonlinear and ill-posed.
Our study is conducted in an extremely general and practical setting: the number of scatterers is unknown
in advance; and each scatterer could be either a rigid body or a cavity which is not required to be known
in advance; and moreover there might be components of multiscale sizes presented simultaneously. We
develop several locating schemes by making use of only a single far-field pattern, which is widely known to
be challenging in the literature. The inverse scattering schemes are of a totally “direct” nature without any
inversion involved. For the recovery of multiple small scatterers, the nonlinear inverse problem is linearized
and to that end, we derive sharp asymptotic expansion of the elastic far-field pattern in terms of the relative
size of the cavities. The asymptotic expansion is based on the boundary-layer-potential technique and the
result obtained is of significant mathematical interest for its own sake. The recovery of regular-size/extended
scatterers is based on projecting the measured far-field pattern into an admissible solution space. With a
local tuning technique, we can further recover multiple multiscale elastic scatterers.
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1. Introduction

This work concerns the time-harmonic elastic scattering from cavities (e.g., empty or fluid-
filled cracks and inclusions) and rigid bodies, which has its origin in industrial and engineering
applications; see, e.g., [30,9,21,22] and the references therein. In seismology and geophysics, it
is important to understand how anomalies diffract the detecting elastic waves and to character-
ize them from the surface measurement data. This leads to the inverse problem of determining
the position and shape of an elastic scatterer; see, e.g., [1,12,13]. The inverse elastic scattering
problem also plays a key role in many other science and technology such as petroleum and mine
exploration, nondestructive testing of concrete structures etc. The inverse problem is nonlinear
and ill-posed and far from well understood. In this work, we shall develop several qualitative
inverse elastic scattering schemes in an extremely general and practical scenario. In what fol-
lows, we first present the mathematical formulations of the forward and inverse elastic scattering
problems for the present study, and then we briefly discuss the results obtained.

Consider a time-harmonic elastic plane wave uin(x), x ∈ R
3 (with the time variation of the

form e−iωt being factorized out, where ω ∈ R+ denotes the frequency) impinging on a scatterer
D ⊂R

3 embedded in an infinite isotropic and homogeneous elastic medium in R
3. The incident

elastic plane wave is of the following general form

uin(x) = uin
(
x;d, d⊥, α,β,ω

) = αdeikpx·d + βd⊥eiksx·d , α,β ∈C, (1.1)

where d ∈ S
2 := {x ∈ R

3 : |x| = 1}, is the impinging direction, d⊥ ∈ S
2 satisfying d⊥ · d = 0

denotes the polarization direction; and ks := ω/
√

μ, kp := ω/
√

λ + 2μ denote the shear and
compressional wave numbers, respectively. If α = 1, β = 0 for uin in (1.1), then uin = uin

p :=
deikpx·d is the (normalized) plane pressure wave; and if α = 0, β = 1 for uin in (1.1), then
uin = uin

s := d⊥eiksx·d is the (normalized) plane shear wave. Let u(x) ∈ C
3, x ∈ R

3\D denote
the total displacement field, and define the linearized strain tensor by

ε(u) := 1

2

(∇u + ∇u�) ∈ C
3×3, (1.2)

where ∇u and ∇u� stand for the Jacobian matrix of u and its adjoint, respectively. By Hooke’s
law the strain tensor is related to the stress tensor via the identity

σ(u) = λ(divu)I + 2με(u) ∈C
3×3 (1.3)

with the Lamé constants λ, μ satisfying μ > 0 and 3λ + 2μ > 0. Here and in what follows,
I denotes the 3 × 3 identity matrix. The surface traction (or the stress operator) on ∂D is defined
as

T u = Tνu := ν · σ(u) = (2μν · grad+λν div+μν × curl)u, (1.4)

where ν denotes the unit normal vector to ∂D pointing into R
3\D. We suppose that D ⊂ R

3 is
a bounded C2 domain such that R3\D is connected. For the subsequent use, we also introduce
Ru := u. In the present study, the elastic body D is supposed to be either a cavity or a rigid body
for which u satisfies the following boundary condition
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Bu = 0 on ∂D, B = T or R. (1.5)

If D is a cavity, then B = T in (1.5), and if D is a rigid body, then B = R.
In the exterior of D, the propagation of elastic waves is governed by the following reduced

Navier equation (or Lamé system)(
Δ∗ + ω2)u = 0 in R

3\D, Δ∗ := μΔ + (λ + μ)grad div (1.6)

where we note that the density of the background elastic medium has been normalized to be one.
Define usc := u − uin to be the scattered wave, which can be easily verified to satisfy the

Navier equation (1.6) as well. usc can be decomposed into the sum

usc := usc
p + usc

s , usc
p := − 1

k2
p

grad divusc, usc
s := 1

k2
s

curl curlusc,

where the vector functions usc
p and usc

s are referred to as the pressure (longitudinal) and shear
(transversal) parts of usc, respectively, satisfying(

Δ + k2
p

)
usc

p = 0, curlusc
p = 0, in R

3\D,(
Δ + k2

s

)
usc

s = 0, divusc
s = 0, in R

3\D.

Moreover, the scattered field usc is required to satisfy Kupradze’s radiation conditions (see,
e.g. [3])

lim
r→∞

(
∂usc

p

∂r
− ikpusc

p

)
= 0, lim

r→∞

(
∂usc

s

∂r
− iksu

sc
s

)
= 0, r = |x|, (1.7)

uniformly in all directions x̂ = x/|x| ∈ S
2. The radiation conditions in (1.7) lead to the P-part

(longitudinal part) u∞
p and the S-part (transversal part) u∞

s of the far-field pattern of usc, which
can be read off from the large |x| asymptotics (after some normalization)

usc(x) = exp(ikp|x|)
4π(λ + μ)|x|u

∞
p (x̂) + exp(iks |x|)

4πμ|x| u∞
s (x̂) +O

(
1

|x|2
)

, |x| → +∞. (1.8)

u∞
p (x̂) and u∞

s (x̂) are also known as the far-field patterns of usc
p and usc

s , respectively. In this
work, we define the full far-field pattern u∞ of the scattered field usc as the sum of u∞

p and u∞
s ;

that is,

u∞(x̂) := u∞
p (x̂) + u∞

s (x̂). (1.9)

Since u∞
p (x̂) is normal to S

2 and u∞
s (x̂) is tangential to S

2, there holds

u∞
p (x̂) = (

u∞(x̂) · x̂)
x̂, u∞

s (x̂) = x̂ × u∞(x̂) × x̂.

The direct elastic scattering problem (1.1)–(1.8) is well understood and particularly there admits
a unique solution u ∈ C2(R3\D)3 ∩ C1(R3\D)3 (cf. [21]).
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Throughout the rest of the paper, u∞
τ (x̂) with τ = ∅ signifies the full far-field pattern defined

in (1.9). We shall also write u∞
τ (x̂;D,d,d⊥, α,β,ω) (τ = p, s or ∅) to signify the dependence

of the far-field pattern on the scatterer D and the detecting incident plane wave uin. The inverse
elastic scattering problem concerns the recovery of D from knowledge (i.e., the measurement)
of the far-field pattern u∞

τ (x̂;d, d⊥, α,β,ω) (τ = p, s or ∅). If one introduces an abstract op-
erator F (defined by the elastic scattering system described earlier) which sends the scatterer
D to the corresponding far-field pattern u∞

τ , then the inverse problem can be formulated as the
following operator equation

F(D) = u∞
τ

(
x̂;d, d⊥, α,β,ω

)
. (1.10)

It is easily verified that (1.10) is nonlinear, and moreover it is widely known to be ill-posed
in the Hadamard sense. For the measurement data u∞

τ (x̂;d, d⊥, α,β,ω) in (1.10), we always
assume that they are collected for all x̂ ∈ S

2. On the other hand, it is remarked that uτ is a
real-analytic function on S

2, and hence if it is known on any open portion of S2, then it is known
on the whole sphere by analytic continuation. Moreover, if the data set is given for a single
quintuplet of (d, d⊥, α,β,ω), then it is called a single far-field pattern, otherwise it is called
multiple far-field patterns. Physically, a single far-field pattern can be obtained by sending a
single incident plane wave and then measuring the scattered wave field far away in every possible
observation direction.

Due to its practical importance, the inverse elastic scattering problem has been extensively
studied in the literature. We refer to the theoretical uniqueness results proved in [16,25–29], and
numerical reconstruction schemes developed in [2,7,5,4,6,14,18]. However, one usually needs
multiple or even infinitely many far-field patterns. Based on the reflection principle for the
Navier system under the third or fourth kind boundary conditions, a global uniqueness with a
single far-field pattern was shown in [11] for bounded impenetrable elastic bodies of polyhedral
type. However, the uniqueness proof there does not apply to the more practical case of rigid or
traction-free bodies.

In this work, we shall consider the inverse problem (1.10) with a single measurement of the
P-part far-field pattern u∞

p , or the S-part far-field pattern u∞
s , or the full far-field pattern u∞. The

inverse problem is formally posed with a single far-field pattern. Moreover, we shall consider
our study in an extremely general and practical setting. The number of scatterers is unknown
in advance, and each scatterer could be rigid or traction-free which is not required to be known
in advance either. Furthermore, there might be multiscale components presented simultaneously.
Here, the size of an elastic scatterer is interpreted in terms of the detecting wavelength. We de-
velop several qualitative locating schemes by making use of only a single far-field pattern. The
inverse scattering schemes are of a totally “direct” nature without any inversion involved. The
present work significantly extends our recent study in [19], where the locating of only rigid
bodies was considered. For the recovery of multiple small scatterers, the nonlinear inverse prob-
lem (1.10) would be linearized and to that end, we derive sharp asymptotic expansion of the
corresponding scattered wave filed from multiple small traction-free cavities. The asymptotic
expansion is based on the boundary-layer-potential technique and the result obtained is of sig-
nificant mathematical interest for its own sake. Indeed, the asymptotic scattering estimates from
small acoustic and electromagnetic bodies are of critical importance in the corresponding study
of regularized approximate invisibility cloaking of acoustic and electromagnetic waves; see [23,
24,8]. Our result on the scattering estimate from traction-free bodies shall find important applica-
tion in regularized approximate cloaking of elastic waves. The recovery of regular-size/extended
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scatterers is based on projecting the measured far-field pattern into an admissible solution space.
With a local tuning technique, we can further recover multiple multiscale elastic bodies.

The rest of the paper is organized as follows. In Section 2, we derive the asymptotic expansion
of the scattered wave field from multiple small elastic scatterers. In Section 3, we develop the
inverse scattering schemes of locating multiple small, extended and multiscale elastic scatterers
with the corresponding theoretical justifications. The paper is concluded in Section 4 with some
remarks.

2. Elastic scattering from multiscale scatterers

In this section, we consider the elastic scattering from multiple multiscale scatterers. To that
end, we first recall the fundamental solution (Green’s tensor) to the Navier equation (1.6) given
by

Π(x,y) = Π(ω)(x, y)

= k2
s

4πω2

eiks |x−y|

|x − y| I + 1

4πω2
gradx grad�

x

[
eiks |x−y|

|x − y| − eikp |x−y|

|x − y|
]
, (2.1)

for x, y ∈ R
3, x 
= y. Let Dj , j ∈ N be a bounded simply connected domain in R

3 with C2

boundary ∂Dj . Define the single and double layer potential operators, respectively, by

(Sjϕ)(x) = (SDj
ϕ)(x) := 2

∫
∂Dj

Π(x, y)ϕ(y) ds(y), ϕ ∈ C(∂Dj ), x ∈ ∂Dj , (2.2)

(Kjϕ)(x) = (KDj
ϕ)(x) := 2

∫
∂Dj

∂Π(x, y)

∂ν(y)
ϕ(y) ds(y), ϕ ∈ C(∂Dj ), x ∈ ∂Dj , (2.3)

where ∂ν(y)Π(x, y) is a matrix function whose l-th column vector is given by

[
∂Π(x, y)

∂ν(y)

]�
el = Tν(y)

[
Π(x,y)el

] = ν(y) · [σ (
Π(x,y)el

)]
on ∂Dj ,

for x 
= y, l = 1,2,3. Here, el , 1 ≤ l ≤ 3 are the standard Euclidean base vectors in R3, and Tν(y)

is the stress operator defined in (1.4). The adjoint operator K ′
j of Kj is given by

(
K ′

j ϕ
)
(x) = (

K ′
Dj

ϕ
)
(x) := 2

∫
∂Dj

∂Π(x, y)

∂ν(x)
ϕ(y) ds(y), ϕ ∈ C(∂Dj ), x ∈ ∂Dj . (2.4)

As seen by interchanging the order of integration, K ′
j and Kj are adjoint with respect to the dual

system (C(∂Dj ),C(∂Dj )) defined by

(f, g) :=
∫

∂D

fg ds, f, g ∈ C(∂Dj ).
j
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Using Taylor series expansion for exponential functions, one can rewrite the matrix Π(ω)(x, y)

as the series (see, e.g., [6])

Π(ω)(x, y) = 1

4π

∞∑
n=0

(n + 1)(λ + 2μ) + μ

μ(λ + 2μ)

(iω)n

(n + 2)n! |x − y|n−1I

− 1

4π

∞∑
n=0

λ + μ

μ(λ + 2μ)

(iω)n(n − 1)

(n + 2)n! |x − y|n−3(x − y) ⊗ (x − y), (2.5)

from which it follows that

Π(ω)(x, y) = λ + 3μ

8πμ(λ + 2μ)

1

|x − y| I + iω
2λ + 5μ

12πμ(λ + 2μ)
I

+ λ + μ

8πμ(λ + 2μ)

1

|x − y|3 (x − y) ⊗ (x − y) + o(1)ω2 (2.6)

as x → y. Taking ω → +0 in (2.6), we obtain the fundamental tensor of the Lamé system with
ω = 0

Π̃(x, y) = Π(0)(x, y)

:= λ + 3μ

8πμ(λ + 2μ)

1

|x − y| I + λ + 3μ

8πμ(λ + 2μ)

1

|x − y|3 (x − y) ⊗ (x − y). (2.7)

Similar to the definitions of Sj , Kj , K ′
j , we define the operators S̃j , K̃j , K̃

′
j in the same way

as (2.2), (2.3) and (2.4), but with the tensor Π(ω)(x, y) replaced by Π(0)(x, y). By compar-
ing (2.5), (2.6) and (2.7), we obtain

Π(ω)(x, y) − Π(0)(x, y) = iω
2λ + 5μ

12πμ(λ + 2μ)
I + ω2O

(
|x − y|I − (x − y) ⊗ (x − y)

|x − y|
)

,

which together with (1.3) yields∣∣σ ([
Π(ω)(x, y) − Π(0)(x, y)

]
ej

)∣∣ ≤ C(λ,μ)ω2, C > 0, (2.8)

uniformly in j = 1,2,3 as x → y. The operators Kj , K ′
j , K̃j and K̃ ′

j all have weakly singular
kernels and therefore are compact on C(∂Dj ); see, e.g., [17,21].

Throughout the rest of the paper, in order to simplify the exposition, we shall assume that
ω ∼ 1. Hence, the size of a scatterer can be interpreted in terms of its Euclidean diameter. Next,
we first consider the scattering from multiple sparsely distributed scatterers. Let l ∈ N and Dj ,
1 ≤ j ≤ l be bounded simply-connected domains in R

3 with C2-smooth boundaries. Set

D =
l⋃

j=1

Dj and L = min
j 
=j ′,1≤j,j ′≤l

dist(Dj ,Dj ′). (2.9)
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Lemma 2.1. Consider an elastic scatterer with multiple components given in (2.9), where each
component Dj , 1 ≤ j ≤ l is either traction-free or rigid. For L sufficiently large, we have

u∞(x̂;D) =
l∑

j=1

u∞(x̂;Dj) +O
(
L−1). (2.10)

Proof. The case that all the components of D are rigid was considered in [19]. In what fol-
lows, for simplicity we first assume that l = 2, and moreover we assume that both D1 and D2
are traction-free and ω2 is not an eigenvalue for −Δ∗ in Dj associated with the homogeneous
traction-free boundary condition on ∂Dj , j = 1,2.

The scattered field usc(x;Dj) corresponding to Dj can be represented as the single layer
potential

usc(x;Dj) =
∫

∂Dj

Π(x, y)ϕj (y) ds(y), x ∈ R
3\Dj,

where the density function ϕj ∈ C(∂Dj ) is uniquely determined from the traction-free boundary
condition on ∂Dj , and is implied in the boundary integral equation

ϕj = 2
(
I − K ′

j

)−1(
T uin

∣∣
∂Dj

)
, j = 1,2.

The uniqueness and existence of ϕj follow from the Fredholm alternative applied to the operator
I − K ′

j . To prove the lemma for the scatterer D = D1 ∪ D2, we make the ansatz

usc(x;D) =
∑

j=1,2

{ ∫
∂Dj

Π(x, y)φj (y) ds(y)

}
, x ∈ R

3\D,

with φj ∈ C(∂Dj ). By using the boundary condition T (usc + uin) = 0 on each ∂Dj , we obtain
the system of integral equations(

I − K ′
1 J2

J1 I − K ′
2

)(
φ1
φ2

)
= 2

(
T uin|∂D1

T uin|∂D2

)
, (2.11)

where the operators J1 : C(∂D1) → C(∂D2), J2 : C(∂D2) → C(∂D1) are defined respectively
by

(J1φ1)(x) := −2
∫

∂D1

[
Tν(x)Π(x, y)

]
φ1(y) ds(y), x ∈ ∂D2,

(J2φ2)(x) := −2
∫

∂D2

[
Tν(x)Π(x, y)

]
φ2(y) ds(y), x ∈ ∂D1.

Since L � 1, using the fundamental solution (2.1) one readily estimates
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‖J1φ1‖C(∂D2) ≤ C1L
−1‖φ1‖C(∂D1), ‖J2φ2‖C(∂D1) ≤ C2L

−1‖φ2‖C(∂D2), C1,C2 > 0.

Hence, it follows from (2.11) and the invertibility of I − K ′
j : C(∂Dj ) → C(∂Dj ) that

(
φ1
φ2

)
=

(
(I − K ′

1)
−1 0

0 (I − K ′
2)

−1

)(
2T uin|∂D1

2T uin|∂D2

)
+O

(
L−1)

=
(

ϕ1
ϕ2

)
+O

(
L−1).

This implies that

usc(x;D) = usc(x;D1) + usc(x;D2) +O
(
L−1),

which further leads to

u∞(x̂;D) = u∞(x̂;D1) + u∞(x̂;D2) +O
(
L−1).

The case that D has more than two components or D has mixed type components can be
proved in a similar manner by making use of the integral equation method. In the argument
above, there is a technical assumption that ω2 is not an eigenvalue for −Δ∗ in Dj with the
traction-free boundary condition. If the eigenvalue problem happens, one can make use of the
combined layer potentials (cf. [17,21]) and then by a completely similar argument as above, one
can show (2.10).

The proof is completed. �
Next, we consider the scattering from multiple small scatterers. Let ls ∈ N and let Mj ,

1 ≤ j ≤ ls , be bounded simply-connected domains in R
3 with C2-smooth boundaries. It is

supposed that Mj , 1 ≤ j ≤ ls , contains the origin and its diameter is comparable with the
S-wavelength or P-wavelength, i.e., diam(Mj ) ∼ O(1). For ρ ∈ R+, we introduce a scaling/di-
lation operator Λρ by

ΛρMj := {ρx : x ∈ Mj } (2.12)

and set

D
ρ
j := zj + ΛρMj , zj ∈ R

3, 1 ≤ j ≤ ls . (2.13)

Let

Dρ :=
ls⋃

j=1

D
ρ
j . (2.14)

Theorem 2.1. Consider an elastic scatterer Dρ given in (2.14). Assume that ρ � 1, ω ∼ 1 and

Ls = min′ ′ dist(zj , zj ′) � 1. (2.15)

j 
=j ,1≤j,j ≤ls
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Moreover, we assume that D
ρ
j , j = 1,2, . . . , ls , are all traction-free cavities. Then we have

u∞
p

(
x̂;Dρ

) = −ρ3

[
(x̂ ⊗ x̂)

ls∑
j=1

e−ikpx̂·zj Uj

(
x̂;α,β, d, d⊥) +O

(
ρ + L−1

s

)]
,

u∞
s

(
x̂;Dρ

) = −ρ3

[
(I − x̂ ⊗ x̂)

ls∑
j=1

e−iks x̂·zj Uj

(
x̂;α,β, d, d⊥) +O

(
ρ + L−1

s

)]
(2.16)

where

Uj

(
x̂;α,β, d, d⊥) :=

1∑
n=0

n∑
m=−n

(
βeikszj ·dC

m,s
n,j + αeikpzj ·dC

m,p
n,j

)
Ym

n (x̂).

Here, α, β are the coefficients attached to the incident plane wave (1.1), Ym
n (x̂) are the spherical

harmonics and C
m,p
n,j ,C

m,s
n,j ∈ C

3 are complex-valued vectors independent of ρ, ls , Ls and zj .

Proof. By Lemma 2.1, it suffices to analyze the asymptotics of the far-field patterns for only
one single scatterer component. For notational convenience, we employ Ω = z+ΛρM to denote
D

ρ
j = z+ΛρMj with any fixed j ∈ {1,2, · · · , ls}. For f ∈ C(∂Ω) and g ∈ C(∂M), we introduce

the transforms

f̂ (ξ) = f ∧ = f (ρξ + z), ξ ∈ ∂M, ǧ(x) = g∨ := g
(
(x − z)/ρ

)
, x ∈ ∂Ω.

Using change of variables it is not difficult to verify that (see, e.g., [15,10])

KΩϕ = (KMϕ̂)∨, (I − KΩ)ϕ = (
(I − KM)ϕ̂

)∨
, (I − KΩ)−1ψ = (

(I − KM)−1ψ̂
)∨

,

and similarly

K ′
Ωϕ = (

K ′
Mϕ̂

)∨
,

(
I − K ′

Ω

)
ϕ = ((

I − K ′
M

)
ϕ̂
)∨

,
(
I − K ′

Ω

)−1
ψ = ((

I − K ′
M

)−1
ψ̂

)∨
.

These identities also hold for K̃ and K̃ ′ defined via the tensor Π̃(x, y) = Π(0)(x, y). Hence,
using (2.8), there hold(

I − K ′
Ω

)
ϕ − ((

I − K̃ ′
M

)
ϕ̂
)∨ = (

I − K ′
Ω

)
ϕ − (

I − K̃ ′
Ω

)
ϕ

= (
K̃ ′

Ω − K ′
Ω

)
ϕ

= 2
∫
Ω

ν(x) · [σ (
Π(0)(x, y) − Π(ω)(x, y)

)]
ϕ(y)ds(y)

≤ C(λ,μ)ρ2‖ϕ‖C(∂Ω),

as ρ → +0. Since ρ � 1, by the Neumann series we have(
I − K ′ )−1

ϕ = ((
I − K̃ ′ )−1

ϕ̂
)∨ +O

(
ρ2) as ρ → 0. (2.17)
Ω M
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It is worth pointing out that the operator I − K̃ ′
M is bijective over the space (see, e.g., [17]){

ψ ∈ C(∂M) :
∫

∂M

ψ(x) · (a + b × x)ds(x) = 0 for all a,b ∈C
3
}
.

To proceed with the proof, we represent the scattered field usc(x,Ω) as the single layer po-
tential

usc(x,Ω) =
∫

∂Ω

Π(x, y)ϕ(y) ds(y), x ∈R
3\Ω,

with the density function ϕ ∈ C(∂Ω) given by

ϕ = 2
(
I − K ′

Ω

)−1(
T uin|∂Ω

)
.

Then, the P-part and S-part far-field patterns of u∞ are given respectively by (after the normal-
ization used in (1.8))

u∞
p (x̂,Ω) = 2(x̂ ⊗ x̂)

∫
∂Ω

e−ikpx̂·y[(I − K ′
Ω

)−1
ϕ
]
(y) ds(y),

u∞
s (x̂,Ω) = 2(I − x̂ ⊗ x̂)

∫
∂Ω

e−iks x̂·y[(I − K ′
Ω

)−1
ϕ
]
(y) ds(y), (2.18)

where ϕ := T uin|∂Ω = ν · σ(uin)|∂Ω . In the rest of the proof, we only justify the asymptotic
behavior of u∞

p (x̂,Ω) as ρ → +0. Our argument can be readily adapted to the case of the S-part
far-field pattern.

Changing the variable y = z + ρξ with ξ ∈ ∂M in (2.18) and making use of the esti-
mate (2.17), we find

u∞
p (x̂,Ω) = 2(x̂ ⊗ x̂)ρ2

∫
∂M

e−ikpx̂·(z+ρξ)
[(

I − K̃ ′
M

)−1
ϕ̂(ξ) +O

(
ρ2)]ds(ξ). (2.19)

Expanding the exponential function ξ → exp(−ikpx̂ · (z + ρξ)) around z yields

exp
(−ikpx̂ · (z + ρξ)

) = exp(−ikpx̂ · z) − ikpρ(x̂ · ξ) exp(−ikpx̂ · z) +O
(
k2
pρ2) (2.20)

as ρ → +0. Inserting (2.20) into (2.19) gives

u∞
p (x̂,Ω) = 2(x̂ ⊗ x̂)ρ2e−ikpx̂·z

(∫
∂M

(
I − K̃ ′

M

)−1
ϕ̂(ξ) ds(ξ)

)

− 2i(x̂ ⊗ x̂)kpρ3e−ikpx̂·z
(∫
∂M

(x̂ · ξ)
(
I − K̃ ′

M

)−1
ϕ̂(ξ) ds(ξ)

)
+O

(
ρ4). (2.21)
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To estimate the integrals on the right hand side of (2.21), we will investigate the incident plane
pressure and shear waves, respectively. The asymptotics for general plane waves of the form (1.1)
can be derived by linear superposition.

Case (i): β = 1, α = 0, i.e., uin = uin
s = d⊥eiksx·d is an incident plane shear wave.

Since divuin
s = 0, by (1.3) we have σ(uin

s ) = μ(∇uin
s + ∇uin�

s ). Expanding the function
ξ → (∇uin∧

s )(ξ) = ∇uin
s (ρξ + z) around z,

(∇uin∧
s

)
(ξ) = iks

(
d⊥ ⊗ d

)[
eiksz·d + iksρeiksz·d(d · ξ) +O

(
k2
s ρ

2)] as ρ → +0.

Hence,

(
σ
(
uin

s

)∧)
(ξ) = iμkse

iksz·dH(d)
[
1 + iksρ(d · ξ) +O

(
k2
s ρ

2)], (2.22)

where H(d) := (d⊥ ⊗d)+ (d⊥ ⊗d)�. Recalling that (which can actually be proved by using the
jump relations for the double layer potential with constant density, see, e.g., [20, Example 6.14])

K̃M1 = 2
∫

∂M

Π̃(x, y)

∂ν(y)
ds(y) = −1,

we see (I − K̃M)−11 = 1/2, and thus∫
∂M

(
I − K̃ ′

M

)−1
ϕ̂(ξ) ds(ξ) =

∫
∂M

ϕ̂(ξ)(I − K̃M)−11ds(ξ)

= 1

2

∫
∂M

ν(ξ) · (σ (
uin

s

)∧)
(ξ) ds(ξ). (2.23)

Inserting (2.22) into (2.23) and applying Gauss’s theorem yield∫
∂M

(
I − K̃ ′

M

)−1
ϕ̂(ξ) ds(ξ)

= iμkse
iksz·d/2

{∫
M

divξ

[
H(d)(1 + iksρd · ξ)

]
ds(ξ)

}
+O

(
ρ2)

= −ρd⊥eiksz·d |M|/2 +O
(
ρ2). (2.24)

Note that |M| denotes the volume of M and that the last equality follows from the relation

divξ

[
H(d)(1 + iksρd · ξ)

] = iksρd ·H(d) = iksρd⊥.

Again using (2.22) we can evaluate the second integral over ∂M on the right hand of (2.21) as
follows:
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∫
∂M

(x̂ · ξ)
(
I − K̃ ′

M

)−1
ϕ̂(ξ) ds(ξ)

= iμkse
iksz·d

{∫
∂M

(x̂ · ξ)
(
I − K̃ ′

M

)−1(
ν(ξ) ·H(d)

)
ds(ξ)

}
+O(ρ)

= −iμkse
iksz·d(x̂ ·M) ·H(d) +O(ρ), (2.25)

where the polarization tensor M depending only on M is defined as

M = −
∫

∂M

ξ ⊗ (
I − K̃ ′

M

)−1
ν(ξ) ds(ξ). (2.26)

Now, combining (2.25), (2.24) and (2.21) gives the asymptotics

u∞
p (x̂,Ω) = −(x̂ ⊗ x̂)ρ3eiz·(ksd−kpx̂)

[
d⊥|M| + 2(x̂ ·M) ·H(d)

] +O
(
ρ4), (2.27)

as ρ → +0. Recalling that the spherical harmonics Y 0
0 = √

1/4π and that each Cartesian com-
ponent of the vector x̂ ∈ R

3 can be expressed in terms of Y−1
1 , Y 0

1 , Y 1
1 , we may reformulate the

previous identity as

u∞
p (x̂,Ω) = −(x̂ ⊗ x̂)ρ3eiz·(ksd−kpx̂)

[
1∑

n=0

n∑
m=−n

Cm
n Ym

n (x̂)

]
+O

(
ρ4), (2.28)

with C0
0 = d⊥|M|2√

π and Cm
1 ∈ C

3 for m = −1,0,1. This proves (2.16) when α = 0, β = 1
and ls = 1. In the case α = 0, β ∈ C and ls > 1, there holds

u∞
p (x̂,Ω) = −(x̂ ⊗ x̂)ρ3

ls∑
j=1

e−ikpzj ·x̂
[

1∑
n=0

n∑
m=−n

βeikszj ·dC
m,s
n,j Ym

n (x̂)

]
+O

(
ρ4 + L−1

s

)
,

with C
0,s
0,j = d⊥|Mj |2√

π and C
m,s
1,j ∈ C

3 for m = −1,0,1, and j = 1,2, · · · , ls . Note that the

constant C
m,s
n,j are independent of zj , ρ, ls and Ls .

Case (ii): β = 0, α = 1, i.e., uin = uin
p = deikpx·d is an incident plane pressure wave.

We sketch the proof, since it can be carried out analogously to Case (i). The corresponding
expansion of (σ (uin

p ))∧ to (2.22) reads as follows:

(
σ
(
uin

p

)∧)
(ξ) = i(λ + 2μ)kpeikpz·d

L(λ,μ,d)
[
1 + ikpρ(d · ξ) +O

(
k2
pρ2)] (2.29)

when ρ → +0, where L(λ,μ,d) := (λI + 2μ(d ⊗ d))/(λ + 2μ). As a consequence of (2.23),
we have for ϕ = ν · σ(uin

p )|∂Ω ,
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∫
∂M

(
I − K̃ ′

M

)−1
ϕ̂(ξ) ds(ξ)

= i(λ + 2μ)kpeikpz·d/2

{∫
M

divξ

[
L(λ,μ,d)(1 + ikpρd · ξ)

]
ds(ξ)

}
+O

(
ρ2)

= −ρdeikpz·d |M|/2 +O
(
ρ2). (2.30)

Similar to (2.25), one has∫
∂M

(x̂ · ξ)
(
I − K̃ ′

M

)−1
ϕ̂(ξ) ds(ξ)

= −i(λ + 2μ)kpeikpz·d(x̂ ·M) ·L(λ,μ,d) +O(ρ), (2.31)

where the polarization tensor M is given as the same in (2.26). Therefore, the insertion of (2.30)
and (2.31) into (2.21) yields

u∞
p (x̂,Ω) = −(x̂ ⊗ x̂)ρ3eikpx̂·(d−z)

[
d|M| + 2(x̂ ·M) ·L(λ,μ,d)

] +O
(
ρ4), (2.32)

as ρ → +0, and it further leads to the asymptotic behavior in (2.16) when α = 1, β = 0 and
ls = 1.

The proof is completed. �
The asymptotic expansions of the far-field patterns corresponding to small rigid bodies was

considered in [10,19], and for completeness and also the subsequent use, we include it in the
following theorem.

Theorem 2.2. Consider an elastic scatterer Dρ given in (2.14). Assume that ρ � 1 and
Ls = minj 
=j ′,1≤j,j ′≤ls dist(zj , zj ′) � 1. Moreover, we assume that D

ρ
j , j = 1,2, . . . , ls , are all

traction-free cavities. Then we have

u∞
p

(
x̂;Dρ

) = ρ

4π(λ + 2μ)
(x̂ ⊗ x̂)

[
ls∑

j=1

e−ikpx̂·zj
(
Cp,jαeikpzj ·d + Cs,jβeikszj ·d)]

+O
(
ρ2ls

(
1 + L−1

s

))
,

u∞
s

(
x̂;Dρ

) = ρ

4πμ
(I − x̂ ⊗ x̂)

[
ls∑

j=1

e−iks x̂·zj
(
Cp,jαeikpzj ·d + Cs,jβeikszj ·d)]

+O
(
ρ2ls

(
1 + L−1

s

))
,

where Cp,j ,Cs,j ∈C
3 are constant vectors independent of ρ, ls,Ls and zj .

Finally, for our subsequent study on the inverse scattering problem, we shall also need some
results on the scattering from extended elastic bodies. Let Σ be a bounded simply-connected set
that contains the origin. Denote by R := R(θ,φ,ψ) ∈ SO(3) the 3D rotation matrix around the
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origin whose Euler angles are θ ∈ [0,2π ], φ ∈ [0,2π ] and ψ ∈ [0,π]; and define RΣ := {Rx :
x ∈ Σ}. We introduce

A := {Σj }l′j=1, l′ ∈N (2.33)

where each Σj ⊂ R
3 is a bounded simply-connected C2 domain containing the origin. A is

called a base scatterer class, and each base scatterer Σj , 1 ≤ j ≤ l′, could be either rigid or
traction-free. Next, we introduce the multiple extended scatterers for our study via the base class
A in (2.33). Let le ∈N and for j = 1,2, · · · , le, set rj ∈ R+ such that

rj ∈ [R0,R1], 0 < R0 < R1 < +∞, R0 ∼O(1),

and moreover, let (θj ,φj ,ψj ) ∈ [0,2π ]2 ×[0,π], j = 1,2 . . . , le , be le Euler angles. For zj ∈R
3,

we let

D =
le⋃

j=1

Dj, Dj := zj + RjΛrj Ej , Ej ∈ A , Rj := R(θj ,φj ,ψj ). (2.34)

The physical property of Dj is inherited from that of the base scatterer Ej ; namely, if Ej is
traction-free (resp. rigid), then Dj is also traction-free (resp. rigid). For technical purpose, we
impose the following sparsity assumption on the extended scatterer D introduced in (2.34),

Le = min
j 
=j ′,1≤j,j ′≤le

dist(Dj ,Dj ′) � 1. (2.35)

Theorem 2.3. Consider an elastic scatterer D given in (2.34). Assume that the sparsity condi-
tion (2.35) is satisfied. If α = 1 and β = 0, then

uτ (x̂;D,d,d,ω) =
le∑

j=1

κ(zj )rjRj u
∞
τ

(
R⊥

j x̂;Ej ,R
⊥
j d,R⊥

j , rjω
)

+O
(
L−1

e

)
, τ = p, s (2.36)

where

κ(zj ) = eikp(d−x̂)·zj if τ = p; ei(kpd−ks x̂)·zj if τ = s. (2.37)

If α = 0 and β = 1, then one has a similar expansion as that in (2.36) but with

κ(zj ) = ei(ksd−kpx̂)·zj if τ = p; eiks(d−x̂)·zj if τ = s. (2.38)

Proof. We only consider the first case with α = 1 and β = 0, and the second case with α = 0
and β = 1 can be proved in a similar manner. If Ej is a rigid elastic body, the following identities
were proved in [19]:

u∞(x̂; zj + Ej) = κ(zj )u
∞(x̂;Ej) where κ(zj ) is given in (2.37), (2.39)
τ τ
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and

Ru∞
τ

(
x̂;Ej ,d, d⊥) = u∞

τ

(
Rx̂;REj ,Rd,Rd⊥)

, (2.40)

and

u∞
τ (x̂;Λrj Ej ,ω) = rju

∞
τ (x̂;Ej , rjω). (2.41)

By following a completely similar argument, one can show that the above identities also hold
when Ej is a traction-free cavity. Finally, by using Lemma 2.1, and (2.39)–(2.41), one can
show (2.37), which completes the proof. �
3. Locating multiple multiscale elastic scatterers

In this section, we consider the inverse scattering problem of recovering multiple elastic scat-
terers. We first consider the locating of multiple small scatterers introduced in (2.14), and then
we consider the locating of multiscale scatterers with both small components of those in (2.14)
and extended components of those described in (2.34). The key ingredients of the developed in-
verse scattering schemes are some indicator functions, whose local maximum behaviors can be
used to identify the multiple elastic bodies in an effective and efficient manner.

3.1. Locating small scatterers

Let Dρ be a small elastic scatterer consisting of multiple components as introduced in (2.14).
In order to present the scheme of locating the multiple components of Dρ , we introduce the
following three indicator functions

I1(z) = 1

‖u∞
p (x̂;Dρ)‖2

L2

1∑
n=0

n∑
m=−n

3∑
l=1

∣∣〈u∞
p

(
x̂;Dρ

)
, (x̂ ⊗ x̂)Ym

n (x̂)ele
−ikpx̂·z〉∣∣2

, (3.1)

I2(z) = 1

‖u∞
s (x̂;Dρ)‖2

L2

1∑
n=0

n∑
m=−n

3∑
l=1

∣∣〈u∞
s

(
x̂;Dρ

)
, (I − x̂ ⊗ x̂)Ym

n (x̂)ele
−iks x̂·z〉∣∣2

, (3.2)

I3(z) = 1

‖u∞(x̂;Dρ)‖2
L2

1∑
n=0

n∑
m=−n

3∑
l=1

∣∣fn,m,l(z)
∣∣2

, (3.3)

where

fn,m,l(z) := 〈
u∞(

x̂;Dρ
)
,
[
(x̂ ⊗ x̂)e−ikpx̂·z + (I − x̂ ⊗ x̂)e−iks x̂·z]Ym

n (x̂)el

〉
.

Here and in what follows, the notation 〈·, ·〉 denotes the inner product in L2 := L2(S2)3 with
respect to the variable x̂ ∈ S

2, defined as 〈u,v〉 := ∫
S2 u(x̂) · v(x̂) ds(x̂). Clearly, Im (m = 1,2,3)

are all nonnegative functions and they can be obtained, respectively, by using a single P-part
far-field pattern (m = 1), S-part far-field pattern (m = 2), or the full far-field pattern (m = 3).
The functions introduced above possess certain indicating behaviors, which lies in the essence of
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our inverse scattering schemes. Before stating the theorem of the indicating behaviors for those
functions, we introduce the following real numbers

K
j

1 := ‖u∞
p (x̂;Dρ

j )‖2
L2

‖u∞
p (x̂;Dρ)‖2

L2

, K
j

2 := ‖u∞
s (x̂;Dρ

j )‖2
L2

‖u∞
s (x̂;Dρ)‖2

L2

, K
j

3 := ‖u∞(x̂;Dρ
j )‖2

L2

‖u∞(x̂;Dρ)‖2
L2

, (3.4)

for 1 ≤ j ≤ ls .

Theorem 3.1. Consider the elastic scatterer Dρ described in (2.14), and assume that Dρ is
traction-free. For K

j
m, m = 1,2,3, defined in (3.4), we have

K
j
m = K̃j +O

(
L−1

s + ρ
)
, 1 ≤ j ≤ ls , m = 1,2,3, (3.5)

where K̃j ’s are positive numbers independent of Ls , ρ and m. Moreover, there exists an open
neighborhood of zj , neigh(zj ), such that

Im(z) ≤ K̃j +O
(
L−1

s + ρ
)

for all z ∈ neigh(zj ), (3.6)

and Im(z) achieves its maximum value at zj in neigh(zj ), i.e.,

Im(zj ) = K̃j +O
(
L−1

s + ρ
)
. (3.7)

Proof. For notational convenience we write

Aj =:
1∑

n=0

n∑
m=−n

|Bn,m,j |2, Bn,m,j = βeikszj ·dC
m,s
n,j + αeikpzj ·dC

m,p
n,j , (3.8)

where the constants C
m,p
n,j ,C

m,s
n,j are those given in (2.16). Then, it is seen from Theorem 2.1 and

the orthogonality of Ym
n that

∥∥u∞
p

(
x̂;Dρ

j

)∥∥2
L2 = ρ6Aj +O

(
ρ7) as ρ → +0.

Under the sparsity assumption (2.15), by using the Riemann–Lebesgue lemma about oscillating
integrals, we can obtain

∥∥u∞
p

(
x̂;Dρ

)∥∥2
L2 = ρ6

ls∑
j=1

Aj +O
(
ρ7) +O

(
L−1

s

)
.

Hence,

K
j

1 = ‖u∞
p (x̂;Dρ

j )‖2
L2

‖u∞
p (x̂;Dρ)‖2

2

= K̃j +O
(
ρ + L−1

s

)
, K̃j := Aj∑ls Aj

. (3.9)

L j=1
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This proves (3.5) for m = 1. The case of using the S-part far-field pattern (i.e., m = 2) can be
treated analogously. To treat the case m = 3, we shall use the orthogonality of u∞

p and u∞
s . Since

〈I − x̂ ⊗ x̂, x̂ ⊗ x̂〉 = 0, again applying Theorem 2.1 to Dρ and D
ρ
j yields

∥∥u∞(
x̂;Dρ

)∥∥2
L2 = 2ρ6

ls∑
j=1

Aj +O
(
ρ7) +O

(
L−1

s

)
,

∥∥u∞(
x̂;Dρ

j

)∥∥2
L2 = 2ρ6Aj +O

(
ρ7).

Hence, (3.5) is proved with K̃j defined as in (3.9).
To verify (3.6) and (3.7), without loss of generality we only consider the indicating behavior

of I1(z) in a small neighborhood of zj for some fixed 1 ≤ j ≤ ls , i.e., z ∈ neigh(zj ). We assume
further that |z − zj | < ρ. Clearly, under the assumption (2.15),

ω|zj ′ − z| ∼ ωLs � 1, for all z ∈ neigh(zj ), j ′ 
= j.

By using the Riemann–Lebesgue lemma and Theorem 2.1, one can obtain

3∑
l′=1

∣∣〈u∞
p

(
x̂;Dρ

)
, (x̂ ⊗ x̂)Ym′

n′ (x̂)el′e
−ikpx̂·z〉∣∣2

= ρ6
3∑

l′=1

∣∣∣∣∣
〈
e−ikpx̂·zj

1∑
n=0

n∑
m=−n

Bn,m,jY
m
n (x̂), Ym′

n′ (x̂)el′e
−ikpx̂·z

〉∣∣∣∣∣
2

+O
(
ρ7 + L−1

s

)

≤ ρ6
3∑

l′=1

|Bn′,m′,j · el′ |2 +O
(
ρ7 + L−1

s

)
= ρ6|Bn′,m′,j |2 +O

(
ρ7 + L−1

s

)
, (3.10)

where inequality (3.10) follows from the Cauchy–Schwarz inequality and Bn′,m′,j ∈ C
3 are given

in (3.8). Moreover, the strict inequality in (3.10) holds if z 
= zj and the equal sign holds only
when z = zj . Therefore, by the definitions of I1, Aj and K̃j ,

I1(z) ≤ ρ6 ∑1
n′=0

∑n′
m′=−n′ |Bn′,m′,j |2 +O(ρ7 + L−1

s )

ρ6
∑ls

j=1 Aj +O(ρ7 + L−1
s )

= K̃j +O
(
ρ + L−1

s

)
,

where the equality holds only when z = zj . This proves (3.6) and (3.7). The indicating behavior
of I2 and I3 can be verified in the same way. �
Remark 3.1. The local maximum behavior of Im(z) can be used to locate the scatterer compo-
nents of Dρ , namely zj , 1 ≤ j ≤ ls . Such indicating behavior is much evident if one considers
the case that Dρ has only one component, i.e., ls = 1. In the one-component case, one has that

K̃j = 1, Im(z) < 1 +O(ρ) for all m = 1,2,3, z 
= z1,
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and

Im(z1) = 1 +O(ρ), m = 1,2,3.

That is, z1 is a global maximizer for Im(z).

Remark 3.2. In Theorem 3.1, we only consider that Dρ is a traction-free scatterer. If Dρ is a rigid
scatterer, by using Theorem 2.2 and following a similar argument, one can show that Theorem 3.1
remains valid. Moreover, by Theorem 2.2, it is easily seen that in the rigid case the terms with the
index n = 1 in Im(z) are high-order terms and hence can be eliminated. Eliminating the terms
with the index n = 1 in (3.1), (3.2) and (3.3) actually gives the indicator functions proposed
in [19]. However, it is clear that the indicator functions proposed in [19] work only for locating
rigid bodies. The indicator functions proposed in (3.1)–(3.3) works for locating both rigid and
traction-free cavities. Furthermore, we can consider an even more general case by assuming
Ds = Dρ1 ∪ Dρ2 with Dρj , j = 1,2, both of the form (2.14). Dρ1 and Dρ2 , respectively, contain
the rigid bodies and traction-free cavities. It is assumed that ρ1 ∼ ρ3

2 � 1. This means that both
Dρ1 and Dρ2 are small scatterers, and by Theorems 2.1 and 2.2, the scattering strengths from the
components of Dρ1 and Dρ2 are comparable. Then it is straightforward to show that Theorem 3.1
remains valid for the scatterer Ds described above.

Based on Theorem 3.1, it is ready to formulate a reconstruction scheme of locating the multi-
ple scatterers of Dρ in (2.14) as follows.

Scheme I Locating small scatterers of Dρ in (2.14).

Step 1 For an unknown scatterer Dρ with multiple components
in (2.14), collect the P-part (m = 1), S-part (m = 2) or the full
far-field data (m = 3) by sending a single detecting plane
wave (1.1).

Step 2 Select a sampling region with a mesh Th containing Dρ .
Step 3 For each sampling point z ∈ Th, calculate Im(z) (m = 1,2,3)

according to the measurement data.
Step 4 Locate all the local maximizers of Im(z) on Th, which represent

locations of the scatterer components of Dρ .

3.2. Locating multiscale scatterers

Consider an elastic scatterer with multiscale components of the following form

Dm := Dρ ∪ D, (3.11)

where Dρ given in (2.14) and D given in (2.33)–(2.35) represent, respectively, the collec-
tions of small-size and extended-size scatterers. For Dm introduced above, we assume that
dist(Dρ,D) � 1. Next, we consider the recovery of the multiple multiscale scatterer compo-
nents of Dm, under the a priori knowledge that the base scatterer class A in (2.33) is known in
advance. In the present section, A is also referred to as an admissible class. If Dm consists of
only rigid bodies, the recovery was considered in [19]. By using Scheme I developed for locating
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small scatterers, together with the help of Lemma 2.1 and Theorem 2.3, and some slight neces-
sary modifications, the inverse scattering scheme developed in [19] for locating multiscale rigid
bodies can be readily extended to the locating of the more general multiscale scatterers contained
in Dm. In what follows, for completeness and self-containedness, we sketch the reconstruction
procedure.

First, for the admissible class A and a sufficiently small ε ∈ R+, we introduce an ε-net Aε :=
{Σ̃j }l′′j=1 of A , such that for any Σ ∈ A , there exists Σ̃ ∈ Aε satisfying dH (Σ, Σ̃) ≤ ε, where
dH denotes the Hausdorff distance. It is assumed that

(a) u∞
τ (x̂; Σ̃j ) 
= u∞

τ (x̂; Σ̃j ′) for τ = s,p or ∅, and j 
= j ′, 1 ≤ j , j ′ ≤ l′′.
(b) ‖u∞

τ (x̂; Σ̃j )‖L2 ≥ ‖u∞
τ (x̂; Σ̃j ′)‖L2 for τ = s,p or ∅, and j < j ′, 1 ≤ j , j ′ ≤ l′′.

Assumption (a) is the generic uniqueness for the inverse elastic scattering problem, whereas
assumption (b) can be achieved by reordering if necessary. Next, for simplicity, we only consider
the case by making use of the P-part far-field pattern. However, all the results presented below
still hold when the S-part or full far-field patterns are employed, if one replaces the locating
functional by the corresponding functionals developed in [19]. Let either α or β be taken to be
zero in the detecting plane wave (1.1) and define

Jj (z) = 1

‖u∞
p (x̂; Σ̃j )‖2

L2

∣∣〈u∞
p (x̂;Dm), e−ikpx̂·zu∞

p (x̂; Σ̃j )
〉∣∣2

, z ∈ R
3. (3.12)

Since Σ̃j ∈ A is known in advance, Jj (z) is actually obtained by projecting the scattering mea-
surement data into a space generated by the scattering data from the admissible base scatterers.
Then, one starts with the indicator function J1(z) to locate all the local maximum points on a
sampling mesh T containing the target scatterer. We denote the obtained local maximum points
by z1

1, z
2
1, . . . , z

l1
l , which represent the approximate locations of scatterer components of the form

z
j

1 + Σ̃1, j = 1,2, . . . , l1. With the located scatterer components z
j

1 + Σ̃1, one updates the P-part
of the far-field pattern according to the following formula,

u∞
p (x̂) := u∞

p (x̂;Dm) −
l1∑

j=1

κ
(
z
j

1

)
u∞

p (x̂; Σ̃1),

where κ(zj ) is given in (2.37)–(2.38). Using the updated far-field pattern as the measurement
data, one continues the locating procedure with the indicator function J2(z) and finds the cor-
responding local maximum points on T , say, z1

2, z
2
2, . . . , z

l2
2 , which represent the approximate

locations of scatterer components of the form z
j

2 + Σ̃2, j = 1,2, . . . , l2. By continuing the above

procedure, one can find z1
j , z

2
j , . . . , z

lj
j , j = 3, . . . , l′′, which represent the approximate locations

of the scatterer components of the form zm
j + Σ̃j , m = 1,2, . . . , lj . It is emphasized that it may

happen that lj = 0 for some 1 ≤ j ≤ l′′, which means that the scatterer components obtained
from the base scatterer Σ̃j does not appear in the target elastic scatterer Dm.

In the above step, one finds
⋃l′′

j=1
⋃lj

m=1{zm
j }, and from which one recovers the extended scat-

terer components of D in (3.11) in an approximate manner. Next, one proceeds to the recovery of
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the small scatterer components of Dρ . To that end, we let U(zm
j ) denote an open neighborhood

of zm
j and V m

j be an h-net of U(zm
j ) with h � 1. Each set

l′′⋃
j=1

lj⋃
m=1

{
z̃m
j

}
, zm

j ∈ V m
j , (3.13)

is a called a local tuneup of
⋃l′′

j=1
⋃lj

m=1{zm
j } relative to

⋃l′′
j=1

⋃lj
m=1 V m

j . For a local tuneup
in (3.13), let

u∞
p

(
x̂;Dρ

) := u∞
p (x̂;Dm) −

l′′∑
j=1

lj∑
m=1

κ
(
zm
j

)
u∞

p (x̂; Σ̃j ), (3.14)

where κ(zj ) is given in (2.37)–(2.38). Applying up(x̂;Dρ) as the measurement data to Scheme I
developed at the end of Section 3.1, and then locate all the local maximum points of the cor-
responding indicator function. By running through all the possible local tuneups and repeating
the above procedure, one can locate the clustered local maximum points, which represent the
locations of the small scatterer components of Dρ in (3.11).

4. Concluding remarks

In this paper, we consider the inverse scattering problem of reconstructing cavities and rigid
bodies embedded in an unbounded, homogeneous and isotropic elastic medium. The present
study is conducted in an extremely general and practical setting. There might be multiple com-
ponents with the number unknown in advance. Each scatterer components could be either rigid or
traction-free, which is not required to be known in advance. Moreover, there might be multiscale
components (in terms of the detecting wavelength) presented simultaneously. We develop several
schemes that can recover the multiple multiscale scatterers in an effective and efficient manner.
The key ingredients of our methods are some indicator functions, which are directly obtained by
using a single P-part, or S-part, or full elastic far-field pattern. The local maximum behaviors of
the proposed indicator functions can be used to locate the multiple multiscale scatterers. Rigorous
mathematical justifications are presented. To that end, we derived sharp asymptotic expansion of
the far-field pattern corresponding to multiple small elastic scatterers. The proof is based on the
boundary-layer-potential technique. The results obtained are of significant mathematical interests
for their own sake, particularly for the regularized approximate cloaking of elastic waves, and
we shall explore this aspect in our future study. Clearly, the reconstruction methods developed in
this paper can be readily adapted into certain numerical recovery schemes, and we shall present
such a numerical study, together with some other interesting issues, in a forthcoming paper.
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